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Graphs in a Smart World
Processing Graphs Naturally
Vertices as Actors

Vertices interact through **signals** along edges
Which are **collected** into new vertex states
Simplified PageRank

signal = state / outEdgeCount

collect = 10 + sum(signals)
### PageRank (Data-Graph)

<table>
<thead>
<tr>
<th>Method</th>
<th>Code</th>
</tr>
</thead>
<tbody>
<tr>
<td>initialState</td>
<td><code>baseRank</code></td>
</tr>
<tr>
<td>collect(...)</td>
<td><code>return baseRank + dampingFactor * sum(signals)</code></td>
</tr>
<tr>
<td>signal(...)</td>
<td><code>return source.state * edge.weight / sum(edgeWeights(source))</code></td>
</tr>
</tbody>
</table>
Citation Graph

**Publications** represented as vertices.

**Citations** represented as edges.

Use simplified PR to rank publications.

“A publication has a high rank if it has citations from other publications with high ranks.”
Example Problem

**Goal:** Implement simplified PageRank to identify the publications with the highest ranks in the dataset.

Dataset from **DBLP** with 114,657 citations between 26,907 ids of computer science publications.

Represented as LOD triples:

publication1URL citesURL publication2URL .
publication1URL citesURL publication3URL .
publication3URL citesURL publication5URL .
...

Source: [http://dblp.l3s.de/dblp++.php](http://dblp.l3s.de/dblp++.php)
Code for Example

```scala
import com.signalcollect._
import java.io.FileInputStream
import org.semanticweb.yars.nx.parser.NxParser

class Publication(id: String, initialState: Double = 10) extends DataGraphVertex(id, initialState) {
  type Signal = Double
  def collect = initialState + signals.sum
}

class Citation(targetId: String) extends DefaultEdge(targetId) {
  type Source = Publication
  def signal = source.state / source.outgoingEdges.size
}

object Example extends App {
  val graph = GraphBuilder.build
  Parser.processCitations("./citations.nt", processCitation)
  graph.executeQuery
  val top10 = graph.aggregate(new TopKFinder[Double](10))
  top10.foreach (println(_))
  graph.shutdown
}

object Parser {
  def processCitations(fileName: String, handler: (String, String) => Unit) {
    val is = new FileInputStream(fileName)
    val nxp = new NxParser(is)
    while (nxp.hasNext) {
      val triple = nxp.next
      handler(triple(0).toString, triple(2).toString)
    }
  }
}
```
A Relational Model of Data for Large Shared Data Banks

E. F. Codd
IBM Research Laboratory, San Jose, California

Future users of large data banks must be protected from having to know how the data is organized in the machine (the internal representation). A prompting service which supplies such information is not a satisfactory solution. Activities of users at terminals and most application programs should remain unaffected when the internal representation of data is changed and even when some aspects of the external representation are changed. Changes in data representation will often be needed as a result of changes in query, update, and report traffic and natural growth in the types of stored information.

Existing noninferential, formatted data systems provide users with tree-structured files or slightly more general network models of the data. In Section 1, inadequacies of these models are discussed. A model based on n-ary relations, a normal form for data base relations, and the concept of a universal data sublanguage are introduced. In Section 2, certain operations on relations (other than logical inference) are discussed and applied to the problems of redundancy and consistency in the user’s model.

The Entity-Relationship Model—Toward a Unified View of Data

Peter P. Chen
Massachusetts Institute of Technology

A data model, called the entity-relationship model, is proposed. This model incorporates some of the important semantic information about the real world. A special diagrammatic technique is introduced as a tool for database design. An example of database design and description using the model and the diagrammatic technique is given. Some implications for data integrity, information retrieval, and data manipulation are discussed.

The entity-relationship model can be used as a basis for unification of different views of data: the network model, the relational model, and the entity set model. Semantic ambiguities in these models are analyzed. Possible ways to derive their views of data from the entity-relationship model are presented.
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System R: Relational Approach to Database Management
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System R is a database management system which provides a high level relational data interface. The system provides a high level of data independence by isolating the end user as much as possible from underlying storage structures. The system provides facilities for maintaining data consistency in a shared-disk environment.

This paper presents an overview of the overall architecture and design of the system. The present state of the system is being implemented and the design evaluated. We emphasize that System R is a vehicle for research in database architecture, and is not designed as a product.
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Evaluation
Scalability on one machine

PageRank on web graph dataset, 875,713 vertices (websites) and 5,105,039 edges (links)
Machine with two twelve-core AMD Operon 6174 processors and 66 GB RAM
Evaluation
Scalability on a cluster

PageRank on 12 machines (24 cores, 66GB RAM each)
> 1.4 billion vertices, > 6.6 billion edges, 12 machines (24 cores, 66GB RAM each)
Fastest execution time (fully converged): 137s, loading time: 45s
Evaluation

Asynchronous vs. Synchronous

Simple greedy algorithm for solving vertex coloring problem on a 100x100 latin square.

Average computation time over 10 runs for a 6 coloring on grids of varying sizes

Machine with two twelve-core AMD Operon 6174 processors and 66 GB RAM
Vertex Coloring in Action

Optimized Version of DSA Running on a MacBook Pro with 8 workers (slow, due to lots of IO for logging, bookkeeping, etc.)
Both researchers and industry are confronted with the need to process increasingly large amounts of data, much of which has a natural graph representation. Some use MapReduce for scalable processing, but this abstraction is not designed for graphs and has shortcomings when it comes to both iterative and asynchronous processing, which are particularly important for graph algorithms.

This paper presents the Signal/Collect programming model for scalable synchronous and asynchronous graph processing. We demonstrate that this abstraction can capture the essence of many algorithms on graphs in a concise and elegant way by giving Signal/Collect adaptations of algorithms that solve tasks as varied as clustering, inferencing, ranking, classification, constraint optimisation, and even query matching.

Furthermore, we built and evaluated a parallel and distributed framework that executes algorithms in our programming model. We empirically show that our framework efficiently and scalably parallelises and distributes algorithms that are expressed in the programming model. We also show that asynchronicity can speed up execution times. Our framework computes a high-quality PageRank on a large (>1.4 billion vertices, >6.6 billion edges) real-world webgraph in merely 136 seconds – achieved with only twelve commodity machines.

Categories and Subject Descriptors: Computing methodologies [Distributed algorithms; Parallel algorithms]; Software and its engineering [Software libraries and repositories]; General and reference [Design; Performance; Evaluation; Experimentation]

Additional Key Words and Phrases: Distributed Computing, Scalability, Programming Abstractions, Programming Models, Graph Processing, Graph Algorithms

1. INTRODUCTION

Graphs are one of the most versatile data structures. They can be considered a generalisation of other important data structures such as lists and trees. In addition, many structures—be it physical such as transportation networks, social such as friendship networks or virtual such as computer networks—have natural graph representations. Coupled with the ever expanding amounts of computation and captured data [Hilbert and López 2011], this means that researchers and industry are presented with...
PageRank on 12 machines (24 cores, 66GB RAM each)
> 1.4 billion vertices, > 6.6 billion edges, 12 machines (24 cores, 66GB RAM each)
Fastest execution time (fully converged): 137s, loading time: 45s